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Abstract: An improved routing method to reduce the risk of electric power communication networks (EPCN), called low 

risk routing method (LRRM), is proposed based on the fact that different types of traffic with different service importance 

levels in EPCN. In order to calculate the vulnerability of EPCN under artificial attacks, deliberate attack and betweenness first 

attack models are created. Based on the attack models, a routing model considering service importance distribution, edge 

betweenness distribution and path length is presented. Taking into account both network risk and service delay requirements, 

optimized routing is calculated using Dijkstra algorithm and chaotic clonal genetic algorithm (CCGA). Under different 

artificial attacks, the vulnerability of an EPCN applying LRRM and Shortest Path First method (SPFM) are compared by 

numerical simulation. The results show that LRRM can effectively reduce the network risk. 

Keywords: Electric Power Communication Networks, Network Vulnerability, Routing Method, Attack Model,  

Genetic Algorithm 

 

1. Introduction 

Electric power communication networks (EPCN), which is 

called the central neural system of smart grid [1], is the 

important support network to guarantee the steady running of 

smart grid. Research on the reliability, vulnerability and risk 

of EPCN is of great significance [2, 3]. 

From different perspectives, network risk is studied based 

on different metrics. Focusing on the business aspect, a 

risk-aware design and management of resilient networks is 

proposed in [4], which measured network risk by 

Value-of-Risk, the maximum penalty to a single service or a 

whole network with a given confidence interval, due to SLA 

violation, and presented five risk mitigation strategies 

considering different trade-offs between budget for risk 

mitigation and Value-of-Risk. In addition to considering 

penalty defined in SLA, literature [5] characterized network 

risk by the product of the penalty per unit time and the 

probability of network-element failures caused by disasters, 

and proposed a heuristic algorithm based on finding shortest 

paths by transforming the penalty, probability of link failures, 

and free wavelength number into link cost. 

Path availability is also a common network risk metric. In 

order to find the maximum available path under multiple link 

failures, a series of algorithms are proposed in [6] based on 

shared risk link groups (SRLGs), which transforms a link 

belonging to multiple SRLGs into multiple links each 

belonging to one SRLG and finds a shortest path covered by a 

SRLG set with the maximum availability using polynomial 

algorithms or heuristic algorithms. 

Optimizing routing is an effective method to reduce 

network risk without changing the topology, so the low risk 

routing problem has been researched by many scholars in 

different network layers. In the physical layer, a risk-aware 

routing method in optical mesh networks was proposed [7], 

which characterizes the quality of a network’s optical-layer 

routing by SLA violation risk instead of statistical path 

availability and transforms the risk into the failure arrival rate 

of reference links for calculating the low-risk paths by 
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Dijkstra algorithm. In the transport layer, a minimum delay 

routing algorithm in heavy traffic network is presented [8] to 

balance traffic load on links and minimize network risk. In 

the network layer, a dynamic risk-aware routing for OSPF 

resilient networks is proposed in [9], which takes advantage of 

existing failure prediction technologies to anticipate failures 

and prompt traffic flow to avoid the failures by assigning a 

high weight to the links related to these failures. Network 

availability and routing oscillations using this routing 

mechanism are estimated based on an analytical model, and 

the results show that the gain is proportional to the ratio of 

correctly identified failures to the number of all predictions. 

All of the above algorithms are studied for common networks 

other than EPCN. In the electric power communication field, 

the authors of [10] and [11] studied the service importance of 

traffic in EPCN and proposed some routing optimization 

algorithms. In [10], service average risk degree and service 

risk balancing degree are used as reliability evaluation 

indexes of NSGA II [12] to optimize routing. In [11], node 

and link risk degree is computed and the path is selected 

using min-max strategy. Only equipment natural failures are 

taken into account in [10] and [11] but artificial attacks are 

not considered. 

Finding a path that considers many risk factors is a 

multi-constrained routing problem. Genetic algorithms (GA) 

are widely used in solving the problem but the uncertainty of 

GA is a defect which leads many authors into using the 

average of multiple running results to illustrate the 

superiority of the algorithms [13-16]. However, the 

uncertainty can’t be accepted in the traffic routing of EPCN. 

In this paper, network risk under artificial attack is 

considered. First, two artificial attack modes and the 

calculation method of network vulnerability are presented. 

Second, a comprehensive risk routing model is created 

associated with the attack modes. Then, a hybrid routing 

method is proposed which considers both network risk and 

service delay requirements of different types of traffic in 

EPCN. Last, the performance simulation and analysis of our 

routing method is given and the results show that the method 

can improve the EPCN defense ability against artificial 

attacks and can output a certain optimized routing to reduce 

network risk. 

2. Attack Modes 

Assets, threats and vulnerability are the essential elements 

of security risk, so the research on threat modes and network 

vulnerability is necessary before studying routing risk. Treat 

modes include artificial attacks and natural failures, and 

artificial attacks are considered in this paper. 

2.1. Network Vulnerability 

The main loss of an EPCN under artificial attacks is the 

interrupted traffic of which the effect on electrical production 

is measured by service importance [17]. Service importance 

can be used to describe the degree of impact on network 

users due to the interruption of data streams with different 

service levels in EPCN. For example, a service for a 

real-time production data stream in EPCN is more important 

than a service for a non-real-time office data stream. In this 

paper, the EPCN vulnerability is denoted by the service 

importance of the lost traffic. 

Although the most destructive attack is based on the 

distribution of different traffic, it is difficult for attackers to 

capture the accurate traffic distribution information. So 

attackers usually use network topology information, which is 

relatively easy to obtain, to destroy a network. Only edge 

attack is considered in this paper because the failure 

probability of the nodes in EPCN is very small due to the fact 

that all the nodes have standby units. 

A network is denoted by a triple (G,H,W), where G=(V,E) is 

the network topology of which V is the node set and E is the 

undirected edge set, H is the routing method, W is the traffic 

distribution. The relation between the edge set and the path set 

is described by the matrix [ ]
nm N M

A a ×= , where N E= , 
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where qm is the m-th element of vector Q and 

1 2 x
Q e e e= ∨ ∨ ∨⋯ , where ex is the x-th element of an 

attacked subset corresponding to an attack mode, sign ∨  

denotes OR operation. 

2.2. Betweenness First Attack Mode 

Edge betweenness indicates the number of shortest paths 

between all node pairs that pass through an edge [18], which is 

defined as 

( )
,

ij

e

i j V ij

n e
b e E

n≠ ∈

= ∈∑ ,           (3) 

where nij(e) denotes the number of the shortest path passing by 

edge e between node i and node j, and nij denotes the total 

number of the shortest path between node i and node j. 

The edges with big edge betweenness have higher 

possibility of carrying much service importance than other 

edges with small edge betweenness, and these edges with big 
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edge betweenness will be attacked first. When the edges in E 

are sorted in descending order according to the betweenness, 

the attacked subset is constituted by the first x edges to which 

the row vectors e1, e2, ⋯, ex in A are related. The network 

vulnerability under betweenness first attack can be computed 

by Equation 2 

2.3. Deliberate Attack Mode 

If the attacker captures not only the network topology but 

also the node property information of a network, the edges in 

edge subset Ed, which are connected to the provincial 

dispatching and control center node, are attacked first with 

high probability because the traffic in EPCNs mostly flow into 

or out of the provincial dispatching and control center node. If 

the elements in Ed are sorted in descending order according to 

I(en), where n=1,2,…,Nd, and 
d d

N E= , the attacked subset 

consists of the first x edges. The network vulnerability under 

deliberate attack can be computed by Equation 2. 

3. Low Risk Routing Method 

3.1. Comprehensive Routing Risk Model 

3.1.1. Risk Under Betweenness First Attack 

The network loss under betweenness first attack is the 

traffic with different service importance levels, so the risk of 

edge en is defined as 

( ) ( ) ( )
n n n

R e B e I e= × ,           (4) 

where B(en) is the betweenness of edge en. Equation 4 takes 

into account the probability of edge en being attacked and the 

loss after edge en being attacked. When B(en) and I(en) are both 

large, R(en) is very large, which means that edge en is in favor 

with attackers and the loss caused by the failure of en is much. 

On the other hand, if B(en) is large but I(en) is small, R(en) will 

not be very large, which means that although edge en is in 

favor with attackers, the loss caused by the failure of en is little. 

If B(en) is small but I(en) is large, R(en) will not be very large 

too because the loss caused by the failure of en is much but 

edge en is not in favor with attackers. 

The network risk under betweenness first attack can be 

characterized by the distribution of R(en). If R(en) concentrates 

upon a few edges, these edges are likely to be attacked and the 

network loss is so much, but if R(en) is uniform on every edge, 

i.e. an edge either has large B(en) and small I(en) or has large 

I(en) and small B(en), the network risk will be low. 

In the information field, for a ε-ary source, the information 

entropy is given by 

2
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where 1eµ =∑ , and when 
1

j
µ

ε
=  the entropy 

max 2
logθ θ ε= =  [19]. If µj represents a certain distribution 

or denotes the proportion of the j-th part of an entirety, the 

more uniform the distribution, the larger the entropy value. 

This conclusion has been applied to assessing and optimizing 

portfolio risk [20, 21]. In this paper, this conclusion is used to 

measure the equilibrium degree of the distribution of R(en). 

The network risk under betweenness first attack is defined 

as 
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The smaller the fT, the lower the network risk. 

3.1.2. Risk Under Deliberate Attack 

Under deliberate attack, if the service importance of all traffic 

is focused on a few edges in Ed and the edges are attacked, the 

loss of the network is huge. Therefore, the network risk is 

determined by the distribution of service importance on the 

edges in Ed, and the network risk is defined as 
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The The smaller the fD, the lower the network risk. 

3.1.3. Risk of Path Length 

If only the above two attacks are considered, the path 

calculated by the routing method may be relatively long to 

minimize the risk. Long path increases the delay and decreases 

the transmission quality of traffic. The path length of an 

important traffic should be as short as possible to reduce both the 

delay and the risk of being attacked. For lowering the network 

risk, relatively unimportant traffic should bypass the edges with 

high betweenness value or those carrying many or highly 

important traffic. Therefore, the more important the traffic is, the 

shorter the path should be. The risk of path length is defined as 

0 0

0 0
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where l(p) is the length of path p, B is the set of the existing 

traffic, Ib and pb are the importance and the path of traffic b 

respectively, b B∈ , I0 and p0 are the importance and the path 

of the new traffic respectively. 

The smaller the fL, the lower the network risk. 

3.1.4. Comprehensive Routing Risk 

Taking into account the above three risks, the 

comprehensive routing risk is defined as 

(0,1)
T D L

f f f f fα β γ= + + ∈， ,        (13) 

where 1α β γ+ + = , and the value of α , β  and γ  can be 

distributed according to the network situation or the decision 

makers. 

3.2. Hybrid Routing Method 

In order to output a certain optimized result, the path of a 

new service requirement with minimum comprehensive risk is 

calculated by CCGA [22]. CCGA is a chaotic clonal genetic 

algorithm which applies chaotic search into the crossover and 

mutation operators of traditional GA to accelerate the global 

convergence and ensure the stability of the optimizing process 

and results. The detail procedure of CCGA is presented in [22], 

so we don’t repeat here. 

Some traffic in EPCN is very important to electric power 

system and the service requirements of the traffic are very 

sensitive to time delay, so the paths of these service 

requirements can’t be computed by CCGA. In order to meet 

both time delay and network risk requirements, a hybrid 

routing method called LRRM is proposed. This method first 

computes the paths of those delay-sensitive service 

requirements of very important traffic by Dijkstra algorithm, 

and then computes other paths by CCGA looking the traffic 

assigned paths as the network background traffic. In CCGA, 

Equation 13 is the fitness function. 

4. Simulation and Analysis 

4.1. Background and Parameters 

The background network is described by a triple (G,H,W), 

where G=(V,E) is the network topology (shown in Figure 1) 

with 14 nodes and 16 edges, H is the routing method including 

two cases—LRRM and SPFM, W is the traffic distribution.  

This network is derived from a real provincial backbone 

network, where node 1 is the provincial dispatching and 

control center node, node 2, node5 and node 7 are sink nodes, 

the numbers on the edges denote the distance between nodes. 

 

Figure 1. Topology of an electric power communication network. 

Referring to [17], there are 5 types of traffic, whose service importance value vector is (0.99,0.94,0.62,0.29,0.13), in the 

network, and the traffic distribution is shown in Table 1. 

Table 1. Traffic distribution in network. 

SDNP type×number Normalized mw  

(1,2) II×5+III×20+IV×5+V×10 0.117 
(1,3) II×3+III×12+IV×3+V×6 0.070 

(1,4) II×2+III×8+IV×2+V×4 0.047 

(1,5) II×5+III×20+IV×5+V×10 0.117 
(1,6) II×2+III×8+IV×2+V×4 0.047 

(1,7) II×6+III×24+IV×6+V×12 0.140 

(1,8) II×3+III×12+IV×3+V×6 0.070 
(1,9) II×2+III×8+IV×2+V×4 0.047 

(1,10) II×2+III×8+IV×2+V×4 0.047 

(1,11) II×2+III×8+IV×2+V×4 0.047 
(1,12) II×3+III×4+IV×1+V×2 0.035 

(1,13) II×4+III×8+IV×6+V×5 0.066 

(2,3),(2,12),(3,4),(4,5), 
(4,11),(5,6),(5,8),(6,7), 

(7,8),(8,9),(9,10) 

I×1+V×2 0.007 

(13,14) II×3+III×12+IV×3+V×6 0.070 
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In LRRM, the paths of class I and II traffic are calculated by 

Dijkstra algorithm first, and the paths of class III to V traffic 

are calculated by CCGA. The parameters of CCGA are 

assigned as follows: the population size N=10, the iterations 

G=5, the elite proportional coefficient λ=0.2, the crossover 

proportional coefficient µ=0.6, the chaotic equation is Logistic 

one [23], and the fitness function is Equation 13 where 

1/ 3a β γ= = = , which means that the weights of the three 

types of network risk mentioned in the comprehensive routing 

risk model is equal to each other. 

In LRRM, the paths of class I and II traffic are calculated by 

Dijkstra algorithm first, and the paths of class III to V traffic 

are calculated by CCGA. The parameters of CCGA are 

assigned as follows: the population size N=10, the iterations 

G=5, the elite proportional coefficient λ=0.2, the crossover 

proportional coefficient µ=0.6, the chaotic equation is Logistic 

one [23], and the fitness function is Equation 13 where 

1/ 3a β γ= = = , which means that the weights of the three 

types of network risk mentioned in the comprehensive routing 

risk model is equal to each other. 

4.2. Simulation Results and Analysis 

The vulnerability curves of the network under betweenness 

first attack are shown in Figure 2, where bottom axis x denotes 

the number of attacked edges, left axis V(x) denotes the 

network vulnerability when x edges are attacked. When x=1 

(the edge with the biggest betweenness is attacked), the two 

curves overlap, but when x=2, the network vulnerability 

corresponding to SPFM rises rapidly to 75.53% from 28.77%, 

while the network vulnerability corresponding to LRRM only 

rises to 66.77%. From x=3 to x=5, the vulnerability of LRRM 

is about 9% lower than the vulnerability of SPFM. In EPCN, 

the edge with the biggest betweenness may not carry the most 

service importance because most traffic is centralized rather 

than randomly distributed. Therefore, although the two curves 

overlap at x=1, the vulnerability of LRRM is lower than the 

vulnerability of SPFM from x=2. When x=7, the tow curves 

overlap again because most of the services are interrupted and 

V(x)=87.25%, which means there is no space and no 

significance to optimize the network. 

 

Figure 2. The network vulnerability under betweenness first attack. 

The vulnerability curves under deliberate attack are shown 

in Figure 3. In the network, there are three edges in set Ed. 

When x=1, the vulnerability V(x) of SPFM is 46.76%, while 

the vulnerability of LRRM only is 38%. When x=2, the 

vulnerability V(x) of SPFM and LRRM are 75.53% and  

66.77% respectively, which shows LRRM is significantly 

superior to SPFM. 

In the comprehensive routing model, the risk of path length 

fL is proposed to shorten service paths and improve the 

network performance of defending random attack. In order to 

observe the network vulnerability under random attack (one 

random edge will be removed in one attack), we obtained the 

vulnerability curves after 50 times of simulation as shown in 

Figure 4. The fluctuation range, mean value and standard 

deviation of the curve of LRRM is [0.6%, 34.06%], 0.137 and 

0.104 respectively, while the fluctuation range, mean value 

and standard deviation of the curve of SPFM is [0.7%, 

46.76%], 0.146 and 0.164 respectively, which shows that the 

performance of defending random attack of LRRM is superior 

to SPFM. 

 

Figure 3. The network vulnerability under deliberate attack. 

 

Figure 4. The network vulnerability V(1) when random one edge is attacked. 

5. Conclusion 

Considering the three basic risk factors of asset, threat and 

vulnerability, a comprehensive routing risk model for electric 

power communication networks is created. The model takes 
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into account artificial network attack modes, service 

importance distribution on network edges, and delay 

requirements of traffic. After that, a low risk routing method 

called LRRM is proposed, which first computes the paths of 

delay-sensitive services using Dijkstra algorithm and then 

computes other paths using the comprehensive routing risk 

model and CCGA. The LRRM can minimize the network 

comprehensive risk and meet the delay requirements of those 

very important services in electric power communication 

networks. CCGA can insure the determinacy of the output of 

LRRM due to the introduction of chaotic research instead of 

stochastic strategies based on probability in traditional GA. 

Compared with Shortest Path First method, the simulation 

results show the superiority of LRRM under betweenness first 

attack, deliberate attack and random attack modes. 
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