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Abstract: This paper focus on a jointly spectrum sensing parameter and energy efficiency (EE) optimization problem in OFDMA CRN system for enabling Green Communication. In this perspective, we firstly propose an algorithm to choose less spatially-correlated cognitive users to reduce the shadowing effect in wireless network. Furthermore, based on Lagrangian duality theorem with the aid of parametric transformation, the algorithm called an Iterative Dinkelbach Scheme (IDS) is proposed to optimize both transmission power allocation and sensing duration of the cognitive users (CUs) for maximizing Energy Efficiency under the constraints of overall outage of cognitive network, interference to the PU, maximum transmission power and minimum data rate requirement. Numerical result proves the effectiveness of our proposed algorithm. Compared with existing schemes, our proposed scheme outperforms in enhancing the EE with the same parameters.
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1. Introduction

One of the most important challenges in dealing with the ever-increasing service demands in future wireless communication is the shortage of radio resources. Cognitive Radio Network (CRN) which provides opportunistic access of Primary users’s band (licensed spectrum) to the secondary users, is considered as a promising new paradigm with great potential of improving the spectrum radio utilization. In order to efficiently combat the effects of attenuation, shadowing and the hidden layer problem in a practical wireless network, the Cooperative Spectrum Sensing (CSS) was introduced in CRNs [1]. In this system, the fusion center (FC) combines the local detection results from secondary users following two strategies: Hard decision fusion (HDF) [2, 3] and Soft Decision fusion (SDF) [4, 5]. According to literature review, the performance of SDF-based CSS schemes is better than HDF- based CSS schemes [4, 5]. This mainly motivated us to formulate our resource allocation model in a SDF-based detection scheme. The design of the energy-efficient green CRN depends on the system throughput and the power consumed by the sensing devices. Meanwhile, the detection time must be chosen to maintain a compromise between the accuracy of spectrum detection and system throughput [6]. Optimal power allocation is also needed to limit the unnecessary growth of transmit power that can introduce severe interference to the primary user [7]. Specifically, in wireless network, the transmission power degrades with the distance raised to the power of the path-loss factor. The reduced weak signal forces the SUs to falsely decide that there is no PU in the desired band and to transmit their data. The more Secondary users there are, the more energy is consumed. Thus, the exclusion of these shadowed SUs and the inclusion of adequate SUs (less spatially-correlated) can
improve the probability of detection with less energy consumption.

1.1. Related Works

Most papers in the literature have addressed power allocation algorithms with limited interference to the Primary User in order to preserve energy efficiency. In [10], Wu and al. [10] formulated a jointly optimizing sensing time and power allocation problem under the constraints of sensing parameters and interferences to the PU [8]. The authors in [9] proposed a power allocation algorithm by taking detection error into consideration for OFDMA-based cooperative networks. In [10], an energy-efficient model was suggested for multiple amplify-and-forward relays in single source-destination CR System. Here, the EE maximization problem is formulated as a minimization of the total energy consumption under the constraints of false alarm probability, the detection probability, the Cognitive Users data rate and the minimum interference threshold. A new iterative algorithm based on the parametric transformation method has been proposed in [11] for the green CR under the interference constraint at PU and has been extended for the green cooperative based on the decoded-forward relay (DF) in [12] under both interference and SUs outage constraints. To determine the optimal power allocation strategies on different fading channels, Kang et al. considered the PU’s channel state information and maximized the outage capacity at cognitive network under the constraints of the maximum transmission power from the SUs and outage probability of PU [13]. In [14], the EE variation over the detection time was formulated as a concave optimization, so golden section search method was used to find the optimal detection time for the maximum EE. Most papers are based on HDF-based CSS and don’t take into account PU activity during the data transmission period when formulating the interference model. This paper focus on maximizing EE with optimal detection time and power allocation with limited interference to Primary User and outage of SUs.

1.2. Contributions

The main contributions of this work are threefold and summarized as follow:

(a) at first we implement an interference-aware model taking in consideration the exponential transition probabilities of PU during the data transmission time slot.

(b) Secondly, based on Hungarian method, we propose an algorithm to select less spatially-correlated SUs

(c) Thirdly, we formulate this joint optimization problem using two approaches:

i) We propose an Iterative Dinkelbach Scheme (IDS) algorithm under the constraints of different parameters associated with EE maximization

ii) In IDS algorithm, the sensing time is determined using golden section search method at each iteration for maximum throughput and the sub-problem associated with the power allocation is resolved by utilizing Karush-Kahn-Tucker

(KKT) condition on Lagrangian dual problem.

Finally, a detailed analysis of the performance of the proposed scheme is presented with the simulations results.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$</td>
<td>Data transmission duration</td>
</tr>
<tr>
<td>$P_0$</td>
<td>PU presence Probability</td>
</tr>
<tr>
<td>$P_0$</td>
<td>PU absence Probability</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>Outage threshold</td>
</tr>
<tr>
<td>$K$</td>
<td>Total number of SUs</td>
</tr>
<tr>
<td>$X_i$</td>
<td>Element of correlation matrix $X$</td>
</tr>
<tr>
<td>$R_0$</td>
<td>Minimum achievable data rate</td>
</tr>
<tr>
<td>$P_{off}$</td>
<td>Outage of $i$th Cognitive users</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Busy and idle rate</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Selected cognitive users</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>Sensing time</td>
</tr>
<tr>
<td>$\tau_d$</td>
<td>Dinkelbach parameter</td>
</tr>
<tr>
<td>$N_0$</td>
<td>Power of noise</td>
</tr>
<tr>
<td>$P_i$</td>
<td>Interference power received from PU</td>
</tr>
</tbody>
</table>

The table above (Table 1) gives information about the different symbols that are used for this work and their respective meanings.

2. System Model and Problem Formulation

This section is devoted to the CSS system model based on SDF, and the interference model with the aim to evaluate the total possible interference during the data transmission time slot.

2.1. System Modeling

We consider a CRN consists of $K$ SUs which are uniformly distributed around the centrally located PU from which only $M$ less spatial –correlated Cognitive Users are assumed to be selected. They jointly perform spectrum sensing on the entire licensed band. The licensed is then divided into $M$ number of sub-bands so as to allow each SU to transmit its data separately in one of the sub-bands to its corresponding cognitive destination (CD). Let a CR system consists of $Q$ number of frames each of length $T$. Each frame consists of sensing slot of duration $\tau_s$, reporting slot of duration $\tau_r = \frac{T}{M}$ and one data transmission slot of duration $\tau_d = T - \tau_s - \tau_r$. We assume that $\tau_r$ is very less as compared to $\tau_s$ and $\tau_d$ hence is neglected in further part of the evaluation. All M Cus each with single energy detector (ED) receive PU’s signal and send their local sensing results to the FC. If $z(t)$ is the signal from the PU, then the received signal $x_i(k)$ at $i^{th}$ SU in $k^{th}$ instant is formulated as two binary hypotheses tests.

$$x_i(k) = \begin{cases} \Phi_i(k), & H_0 \\ \Gamma_i(k), & H_1 \end{cases} \quad i=1,2,...,M$$

where $\Phi_i(k)$ is the additive noise with zero mean and variance
The PU signal is assumed to be independent and identically distributed (i.i.d.) of zero mean and variance \( \sigma_1^2 \). The propagation channels between the PU and the SUs follow the path-loss and log-normal distributions which is given by \( h_{pu}(k) = (d_j)^{-\alpha} \cdot \epsilon \). Here, \( \epsilon_i \) is the distance between the PU and \( i \)th SU, \( \alpha \) is the path-loss exponent and \( x \) is the Gaussian random variable with mean and variance \( \sigma_2^2 \), where \( \sigma = 0.1 \ln{(10)} \sigma_{dB} \) and \( \sigma_{dB} \) is the log-normal distribution and its range is \( 4 \leq \sigma_{dB} \leq 12 \). The two hypotheses \( H_0 \) and \( H_1 \) represent the absence and presence of the PU, respectively. Each SU measures the received power over \( N \) samples during the sensing interval and makes the local decision as follows

\[
G_i = \frac{1}{N} \sum_{k=0}^{N-1} |h(k)|^2
\]

(2)

where \( N = f_s f_t \) and \( f_s \) is the sampling frequency. According to the central limit theorem, for large value of \( N \) the local test statistic is approximately represented by the Gaussian distribution which is given by [5]

\[
\begin{aligned}
G_i & = \begin{cases} 
\frac{1}{N} \sigma_i^2 \delta_i \chi^2 \frac{2}{N} & H_0 \\
\frac{1}{N} \sigma_i^2 \delta_i \chi^2 \frac{4}{N} & H_1 
\end{cases} 
\end{aligned}
\]

(3)

where \( \gamma_i \) is the received SNR at the \( i \)th SU and is given by

\[
\gamma_i = \frac{\sigma_i^2}{P_{\text{out}}} f_t T_s \sum_{k=0}^{N-1} |h(k)|^2.
\]

If \( \lambda \) denotes the threshold, then the probability of detection and false alarm of the \( i \)th SU are given by

\[
P_{fa}(\gamma_i) = P_r(G_i > \lambda | H_0) = \begin{cases} 
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{2}{\lambda + 2 \gamma_i} t_i & \text{if } P_{\text{out}} \\
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{4}{\lambda + 4 \gamma_i} t_i & \text{if } P_{\text{out}} 
\end{cases}
\]

(4)

\[P_{fa}(\gamma_i) = P_r(G_i > \lambda | H_0) = \begin{cases} 
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{2}{\lambda + 2 \gamma_i} t_i & \text{if } P_{\text{out}} \\
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{4}{\lambda + 4 \gamma_i} t_i & \text{if } P_{\text{out}} 
\end{cases}
\]

(5)

respectively. FC linearly combines the local test statistics with the weight coefficients of SUs to make the global decision statistic \( G_{\text{Gle}} \) which is expressed as [5]

\[
G_{\text{Gle}} = \sum_{i=1}^{M} w_i G_i
\]

(6)

where \( w_i \) is the weight coefficient assigned to \( i \)th SU. An external constraint is added to the weight vector \( w = [w_1, w_2, ..., w_M]^T \) such that \( w_i^2 = 1 \). The weight vector can be optimized by using MRC [6], EGC [6] and MDC [5]. Here, we consider \( w_i = \frac{\gamma_i}{\sum_{j=1}^{M} \gamma_j} \) because of its suitability in low SNR condition [6].

Then, the final decision is evaluated by comparing \( G_{\text{Gle}} \) with the global threshold \( \lambda_g \) and is expressed as [5]

\[
P_{fa}(\gamma_i) = P_r(G_i > \lambda | H_0) = \begin{cases} 
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{2}{\lambda + 2 \gamma_i} t_i & \text{if } P_{\text{out}} \\
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{4}{\lambda + 4 \gamma_i} t_i & \text{if } P_{\text{out}} 
\end{cases}
\]

(7)

\[P_{fa}(\gamma_i) = P_r(G_i > \lambda | H_0) = \begin{cases} 
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{2}{\lambda + 2 \gamma_i} t_i & \text{if } P_{\text{out}} \\
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{4}{\lambda + 4 \gamma_i} t_i & \text{if } P_{\text{out}} 
\end{cases}
\]

(8)

From (7), the corresponding false alarm probability for the given detection probability can be determined as

\[
P_{fa}(\gamma_i) = \begin{cases} 
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{2}{\lambda + 2 \gamma_i} t_i & \text{if } P_{\text{out}} \\
\frac{\lambda - \sigma_i \gamma_i}{\sigma_i^2} \chi^2 \frac{4}{\lambda + 4 \gamma_i} t_i & \text{if } P_{\text{out}} 
\end{cases}
\]

(9)

where \( a \) and \( b \) are given by

\[
a = \frac{\sum_{i=1}^{M} \sigma_i \gamma_i}{\sum_{i=1}^{M} \sigma_i \gamma_i} \quad \text{and} \quad b = \frac{\sum_{i=1}^{M} \sigma_i \gamma_i}{\sum_{i=1}^{M} \sigma_i \gamma_i}.
\]

### 2.2. Interference-Aware Modeling

The activity of the PU is modeled as an exponentially distributed ON-OFF process which alternates between ON and OFF state. If \( \alpha \) and \( \beta \) represent the busy and idle rates, then the probability that the channel is being occupied by the PU is \( P(H_1) = \frac{\alpha}{\alpha + \beta} \), and the probability that PU is absent is \( P(H_0) = \frac{\beta}{\alpha + \beta} \). During the data transmission time slot, interference to the PU may be expected in two possible scenarios. In the first scenario, SUs correctly detect the absence of the PU during sensing period but the PU makes a transition in the data transmission period. In this case, the possibility of PU being present during \( T_0 \) is given by [17]

\[
\beta_0(T_0) = \frac{\beta}{\alpha + \beta} \left( 1 - \frac{1}{\alpha + \beta} \right)^{T_0}
\]

(10)

Hence, the interference for this OFF state is calculated as

\[
I_{\text{OFF}} = \left[ 1 - P_{fa} \right] \beta_0(T_0).
\]

In the second scenario, SUs fail to identify the weak PU signal and start transmitting their data. So, the possibility of PU being present during \( T_0 \) is expressed as [17]
\[ r_{11}(r_0) = r_0 - \frac{\alpha}{\alpha + \beta} \left[ r_0 + \frac{[-(\alpha + \beta)T_0] - 1}{\alpha + \beta} \right] \] (11)

So, the interference in this busy state is given by

\[ I_{ON} = P_{md} r_{11}(r_0), \]

where \( P_{md} \) denotes the missed detection probability. The average interference introduced to the PU is defined as the ratio of total interference occurs during \( T_0 \) with the persistence of PU signal during the entire frame.

\[ I_{Total} = \frac{I_{ON} + I_{OF}}{P(H_0^t T)} \] (12)

3. Optimization Problem Formulation

3.1. The Problem Formulation for Throughput Maximization

Based on the FC final decision, there are two possible scenarios when the SUs intend to transmit their data to the CDs. In the first scenario, the PU is correctly detected to be absent in the desired band. So, the channel capacity achieved at \( i^{th} \) CU is

\[ c_{0i} = \log_2(1 + \frac{h_{si}^2 P_{th}}{N_0}), \]

where \( h_{si} \) is the Rayleigh-distributed sub-channel gain between the \( i^{th} \) SU and its corresponding CD, and is calculated as

\[ h_{si} = \mathcal{N} \left( \frac{0}{d_i^2} \right). \]

\( P_{th} \) represents the transmission power from the \( i^{th} \) SU and \( N_0 \) denotes the noise power. In the second scenario, the PU is active on the licensed band, but the SUs unable to identify the PU signal and start transmitting their data. The capacity achieved in this case is expressed as

\[ c_{li} = \log_2 \left( 1 + \frac{h_{sli}^2 P_{th} + N_0}{P_{md} + N_0} \right), \]

where \( P_{li} \) is the interference power due to presence of PU received at the secondary network and \( h_{sli} \) is the Rayleigh-distributed sub-channel gain between the PU and \( i^{th} \) CD, and is calculated as

\[ h_{sli} = \mathcal{N} \left( \frac{0}{d_i^2} \right). \]

Hence, \( P_{li} \) is given by:

\[ P_{li} = \frac{P(H_1) P_{md}}{P(H_0)} \sigma_s^2 \] (13)

where \( P(H_0) \) denotes the total probability of event \( H_0 \) which is given by \( P(H_0) = P(H_0) \). Under these two scenarios, the average throughput achieved at the secondary CR network is [8]

\[ R_{sys}(\tau_s, P_i) = \sum_{i=1}^{M} R_{ij}(\tau_s, P_i) + \sum_{i=1}^{M} R_{2i}(\tau_s, P_i) = \sum_{i=1}^{M} R_{ij}(\tau_s, P_i) \] (14)

From (14), it is clear that longer sensing time reduces the data transmission period. If \( R_{th} \) denotes the minimum achievable data rate of \( i^{th} \) SU, then the minimum transmission power from each SU is expressed as

\[ P_{ij} = \frac{2R_{th} - 1}{P_{md}} N_0 \] (17)

Then, we analyze the overall outage performance to examine the effect of interference on the system throughput. An outage occurs when the channel capacity of the SU falls below the threshold \( R_{th} \). So, the outage at \( i^{th} \) SU is given by

\[ \alpha = \frac{\gamma p}{\Gamma + \Gamma}, & \text{where } \gamma = \frac{2}{N_0} \] (19)

The first sub-optimization problem is the throughput maximization which is formulated as

\[ \text{maximize: } R_{sys}(\tau_s, P_i) \] (20)

subject to: \( P_d \geq \tau_s \) (21)

\[ 0 \leq \tau_s \leq T \] (22)

\[ P_{li} \geq \frac{2\Gamma - 1}{N_0} \] (23)

\[ \Gamma \geq \tau_s \] (24)

For any value of \( P_i \), \( R_{sys}(\tau_s) \) is a unimodal function of \( \tau_s \), it increases monotonically from \( 0 \leq \tau_s \leq \tau_s^* \) and decreases \( \tau_s^* < \tau_s < T \). So, there exists a unique value of sensing time \( \tau_s^* \) at which \( R_{sys}(\tau_s) \) is maximum.

Theorem 1. \( R_{sys}(\tau_s) \) is a concave function of \( \tau_s \), where \( \tau_s^* \)
gives the maximum average throughput. It is proved that \( r_{yx}(\tau_y) \) is a unimodal function in the range \( 0 \leq \tau_y \leq T \). Hence, golden section search method is employed to get optimal sensing time for maximum throughput [18].

3.2. Energy Efficiency Maximization Problem

The second optimization problem is to maximize EE. In the CRNs, essentially the power is consumed during the spectrum sensing and data transmission, and obviously the sensing power is less than the data transmission power. So the total power consumption in the secondary network (CR system) can be derived as: (neglecting the circuit power consumption)

\[
P_T(\tau_s, \tau_t) = \tau_s M P_s + \sum_{i=1}^{M} P_{hi} \sum_{i=1}^{M} P_{hi}
\]

where \( P_s \) is the sensing power and assumed to be same for all the SUs. Then, EE (bit/s/Joule) of the CRNs is defined as the ratio of the average throughput (14) and the total power consumption by the secondary network (25) which is expressed as

\[
EE_{eff}(\tau_s, \tau_t) = \frac{R_{sys}(\tau_s, \tau_t)}{P_T(\tau_s, \tau_t)}
\]

The EE maximization problem is formulated under the following constraints

\[
\text{Maximize} \quad \frac{R_{sys}(\tau_s, \tau_t)}{P_T(\tau_s, \tau_t)}
\]

\[\text{s.t.} \quad P_{max} = \sum_{i=1}^{M} P_{hi} \geq 0\]

\[
I_{th} - I_{total} = \sum_{i=1}^{M} \left( \gamma_{th} - \gamma_{pli} \right) P_{hi} \geq 0
\]

\[
X_{th} - R_{sys} \geq 0
\]

\[
P_{hi} = \frac{2 \chi_{th} - 1}{\chi_{th} - \chi_{pli}} X_{hi}^2
\]

\[0 \leq \tau_s, \tau_t \leq T
\]

where \( P_s = [P_{s1}, P_{s2}, \ldots, P_{sd}] \). \( P_{max} \) is the maximum allowable transmission power from the SUs and \( I_{th} \) represents the interference power threshold. Represents the interference power threshold. The total interference power below \( I_{th} \) will not affect the legitimate PU. Here, \( h_{pli} \) is the sub-channel gain between the \( i^{th} \) SU and the PU.

4. Solution Approach

In this section, we develop a less spatially-correlated SUs selection algorithm to select M SUs out of the total K SUs. Then, the joint optimization of sensing and transmission power allocation is obtained through our proposed IDS algorithm.

4.1. SUs Selection Method

Shadowing produces spatially weak and correlated signals on the secondary networks. It has already been proved that less number of SUs in a large area is more effective than more numbers of SUs in a dense area [19]. These uncorrelated SUs can be selected adaptively [20] or from its normalized covariance matrix of received signal [21]. Let \( K \) be the total number of SUs present in a CRN, then the element in the correlation matrix \( X \) is expressed as [22]

\[
x_{i,j} = e^{-d_{ij}}
\]

where, \( d_{ij} \) represents the distance between the \( i^{th} \) and \( j^{th} \) CU. \( \varepsilon \) is an environmental constant. \( \varepsilon \approx 0.1209/\text{m} \) and \( \varepsilon \approx 0.002/\text{m} \) in the urban environment and in the suburban environment, respectively. To avoid the effect of the spatial correlation, we propose a SUs selection algorithm which is based on Hungarian method [23]. The steps describing the algorithm are given as follows.

4.2. Iterative Dinkelbach Scheme (IDS) for Resource Allocation

We adopt the nonlinear fractional or parametric programming to solve the objective function (23). As per parametric programming, if \( p(X) \) and \( q(X) \) are continuous and real valued functions and \( X \in S \), where \( S \) is a subset, then, \( \max_{X \in S} \left\{ \frac{p(X)}{q(X)} \right\} \) can be transformed to \( \max_{X \in S} \left\{ p(X) - \mu q(X) \right\} \). This transformation relies on the following theorem.

**Theorem 2.** If \( S \) is the feasible set then there exists an optimal objective function such that if and only if

\[
u^* = \frac{p(X^*)}{q(X^*)} = \max_{X \in S} \left\{ \frac{p(X)}{q(X)} \right\}
\]

\[\max_{X \in S} \left\{ p(X) - \mu q(X) \right\} = p(X^*) - \mu q(X^*) = 0
\]

As per this theorem, our optimization problem is formulated as \( u^* = \frac{R_{sys}(\tau_s, \tau_t)^*}{P_T(\tau_s, \tau_t)^*} = \max_{X \in S} \left\{ \frac{R_{sys}(\tau_s, \tau_t)}{P_T(\tau_s, \tau_t)} \right\} \) and

\[
\max \left\{ R_{sys}(\tau_s, \tau_t)^* - u^* P_T(\tau_s, \tau_t)^* \right\} = R_{sys}(\tau_s^*, \tau_t^*) - u^* P_T(\tau_s^*, \tau_t^*) = 0
\]

Here, \( \tau_s^* \) and \( \tau_t^* \) represent the optimal sensing time and optimal power allocation, respectively. Our proposed IDS algorithm presents the steps for joint optimization of sensing time and power allocation with suitable selection of SUs from Algorithm 1. According to Algorithm 2, at each
iteration \(i_{\text{ter}}\), \(P_i(i_{\text{ter}})\) is calculated from the sub-problems associated with the convex optimization which is given in the next sub-section. Then, for the given transmission power, sensing time is found out for maximum (20) by using golden section search method. Algorithm 2 is terminated when \(u(i_{\text{ter}})\) converges.

### 4.3. Sub-problem for Optimal Power Allocation

In (26), \(\gamma_{\text{sys}}(\tau_s, P_i)\) is a concave and \(P_i(\tau_s, P_i)\) is an affine function of SUs transmission power. Also the constraints given in (28 –33) are either linear or convex. Hence, for the given \(\tau_s\), the optimal power allocation problem \(\{\gamma_{\text{sys}}(\tau_s, P_i), u(i_{\text{ter}})\}P_i(\tau_s, P_i)\) can be formulated using the convex theory subject to the (29), (30) and (32) constraints. Then, this sub-optimization problem is solved by Lagrangian duality theorem which is expressed as

\[
\ell(\delta, \rho, v) = \sum_{i=1}^{M} \left[ \frac{1}{\psi_i} \left( \log_2 \left( \frac{P_i(i_{\text{ter}})}{\psi_i} \right) \right) - \psi_i \right] + \delta \left( r_{\text{max}} - \sum_{i=1}^{M} P_i(i_{\text{ter}}) \right) + v_i \left( \log_2 (1 + \psi_i P_i(i_{\text{ter}})) - \psi_i \right) - \delta_{\text{th}} - \delta_{\text{total}} \sum_{i=1}^{M} P_i \geq 0
\]

\[
\rho \left( l_{\text{th}} - l_{\text{total}} \right) \geq 0
\]

\[
\log_2 (1 + \psi_i P_i(i_{\text{ter}})) - R_{\text{th}} \geq 0
\]

where \(\delta, \rho, \) and \(v\) are the non-negative Lagrangian multipliers, \(\psi_i = \left[ \frac{1}{\psi_i} \right]_{\text{sys}}^{\text{total}}\) and \(C = \left[ 1 - \psi_i P_i(i_{\text{ter}}) \right] \psi_i \).

In each iteration \(i_{\text{ter}}\) of Algorithm 2, the Lagrangian dual problem is solved such that

\[
\min_{\delta, \rho, v} \max_{\tau_s, P_i} L(\delta, \rho, v, \psi) = 0
\]

Then by applying KKT condition to this dual problem we have [25]

\[
\frac{C^*}{(1 + \psi_i P_i(i_{\text{ter}}))} - u(i_{\text{ter}}) \psi_i P_i(i_{\text{ter}}) - \delta - \rho_{\text{max}} \sum_{i=1}^{M} P_i \psi_i + v_i C_{0i} = 0
\]

\[
\delta \rho_{\text{max}} - \sum_{i=1}^{M} P_i = 0
\]

\[
\rho \left( l_{\text{th}} - l_{\text{total}} \right) \geq 0
\]

\[
v_i \log_2 (1 + \psi_i P_i(i_{\text{ter}})) - R_{\text{th}} \geq 0
\]

where \(C_{0i} = \frac{\psi_i}{(1 + \psi_i P_i(i_{\text{ter}}))}\). It is clearly observed from (42), (43) and (44) that each condition generates two cases; either the dual variable is zero or the corresponding constraint is zero. So, we have summarized the possibilities into four cases, and accordingly calculate \(P_i(i_{\text{ter}})\) for the current iteration \(i_{\text{ter}}\) of Algorithm 2.

**Case 1:** \(\delta = \rho = 0\) and \(v_i = 0\) for all \(i \in M\). So, (28) reduces to

\[
\frac{C^*}{(1 + \psi_i P_i(i_{\text{ter}}))} - u(i_{\text{ter}}) \psi_i P_i(i_{\text{ter}}) - \delta = 0
\]

\[
s.t.: \sum_{i=1}^{M} P_i = P_{\text{max}}
\]

\[
: l_{\text{th}} - l_{\text{total}} \sum_{i=1}^{M} \psi_i P_i(i_{\text{ter}}) \geq 0
\]

\[
\log_2 (1 + \psi_i P_i(i_{\text{ter}})) - R_{\text{th}} \geq 0
\]

The power solution of \(i^{th}\) SU from (41) is obtained by water filling solution and is expressed as

\[
P_i^o = \left[ \frac{C^*}{(1 + \psi_i P_i(i_{\text{ter}}))} \right]_{\text{sys}}^{\text{total}}
\]

Where \([\cdot]_{\text{sys}}^{\text{total}} = \max [0, .]\). Then, substituting the value of (49) in (46), (47) and (48), following three conditions (50), (51) and (52) are evaluated, respectively which are as follows

\[
\frac{C^*}{u(i_{\text{ter}}) \psi_i P_i(i_{\text{ter}})} \leq \frac{P_{\text{max}}}{M} + \frac{1}{M} \sum_{i=1}^{M} \frac{1}{\psi_i}
\]

\[
\frac{C^*}{u(i_{\text{ter}}) \psi_i P_i(i_{\text{ter}})} \leq \frac{P_{\text{total}}}{M} \sum_{i=1}^{M} \frac{1}{\psi_i}
\]

\[
\frac{C^*}{u(i_{\text{ter}}) \psi_i P_i(i_{\text{ter}})} \leq \frac{2 R_{\text{th}}}{\psi_i}
\]

Where \(i^* = \frac{P_{\text{total}}}{M}\). If (50), (51) and (52) are satisfied, then (49) is the power allocation solution.

**Case 2:** \(\delta \neq 0\) and \(\rho = 0\) and \(v_i = 0\) for all \(i \in M\). Similar to the Case-1, (41) reduces to
In this case, the optimal solution for power allocation is obtained as

\[
P_{\text{it}}^2 = \left[ \frac{C'}{\delta + (\text{iter})Y_i P(H_i)\ln 2} \right]^+ \tag{57}
\]

Therefore, (51) and (52) are satisfied, and (50) is reduced to equality constraint which is given by

\[
\frac{C'}{u(\text{iter})Y_i P(H_i)\ln 2} = \frac{P_{\text{max}}}{M} + \frac{1}{M} \sum_{i=1}^{M} \frac{\rho}{\delta}
\]

The water filling solution in (57) consists of the dual variable \( \delta \) in the denominator which is updated by subgradient method as per the following expression [25]

\[
\delta_{\text{iter}+1} = \left[ \delta_{\text{iter}} - \gamma \left( P_{\text{max}} \sum_{i=1}^{M} \frac{P_{\text{it}}}{\delta} \right) \right] \tag{59}
\]

where \( Y(i \text{ it}) \) is non-negative step size for the current iteration \( it \) and is set at \( \sqrt{M} \). So, \( Y(i \text{ it}) \) decreases with the number of iteration and \( \eta \) converges to its optimal value when \( Y(i \text{ it}) \) is sufficiently small.

Case-3: \( \delta = 0, \rho \neq 0 \) and \( v_i = 0 \) for all \( i \in M \). Then the KKT condition given in (37) is reduced to:

\[
\frac{C'e_i}{(1+\psi Y_i P(H_i)\ln 2)} - u(\text{iter})Y_i P(H_i)\rho + \rho \sum_{i=1}^{M} f_{\text{it}} = 0 \tag{60}
\]

s.t.: \( l_{\text{it}} = l_{\text{total}} \sum_{i=1}^{M} Y_i^2 \)

\[
P_{\text{max}} \sum_{i=1}^{M} P_{\text{it}} \geq 0 \tag{62}
\]

\[
\log_2 (1 + \psi P_{\text{it}}) - R_{\text{th}} \geq 0 \tag{63}
\]

After solving (60), the power allocation solution is given by

\[
P_{\text{it}}^4 = \left[ \frac{C'}{u(\text{iter})Y_i P(H_i)\ln 2} \right]^+ \tag{64}
\]

With the conditions (50) and (52) are satisfied, and (51) is satisfied with equality

\[
\frac{C'}{u(\text{iter})Y_i P(H_i)\ln 2} = \frac{P_{\text{max}}}{M} + \frac{1}{M} \sum_{i=1}^{M} \frac{\rho}{\delta}
\]

\[
P_{\text{it}}^4 = \left[ \frac{C'}{u(\text{iter})Y_i P(H_i)\ln 2} \right]^+ \tag{65}
\]

Similar to Case-2, the solution (64) consists of the dual variable \( \rho \) in the denominator which is updated by subgradient method as per the following expression

\[
\rho_{\text{iter}+1} = \left[ \rho_{\text{iter}} - Y_i \left( l_{\text{it}} - \rho \sum_{i=1}^{M} f_{\text{it}} \right) \right]^+ \tag{66}
\]

So, \( \rho \) converges to the optimal value when \( Y(i \text{ it}) \) is sufficiently small.

Case 4: \( v_i \neq 0 \) for all \( i \in M \), \( \delta = 0 \) and \( \rho = 0 \). For this case, (41) reduces to

\[
\frac{C'e_i}{(1+\psi Y_i P(H_i)\ln 2)} - u(\text{iter})Y_i P(H_i)\rho + \rho \sum_{i=1}^{M} f_{\text{it}} = 0 \tag{67}
\]

s.t.: \( \log_2 (1 + \psi P_{\text{it}}) - R_{\text{th}} \geq 0 \tag{68} \]

\[
\sum_{i=1}^{M} Y_i^2 = \rho \geq 0 \tag{69}
\]

After Solving (67), we have the water filling solution

\[
P_{\text{it}}^4 = \left[ \frac{C'}{u(\text{iter})Y_i P(H_i)\ln 2} \right]^+ \tag{71}
\]

Therefore, \( P_{\text{it}}^4 \) in (71) consists of dual variable \( v_i \) in the denominator. But, there is no common water level for this solution. However, we have approached this solution in a clever way. In this case, the optimal solution occurs on the plane in (68) which is equivalent to

\[
P_{\text{it}}^4 = \left[ \frac{2R_{\text{th}}}{\psi} \right]^+ \tag{72}
\]

We have checked all the inequalities conditions given in (50), (51) and (52). Also, we have evaluated the exact power allocations for these four cases. Then, we incorporate these four cases into a single Algorithm 3 to decide transmission power \( P_i \) for Algorithm 2. For convenience, we consider that

\[
P_i = \frac{C'}{u(\text{iter})Y_i P(H_i)\ln 2}, P_2 = \frac{P_{\text{max}}}{M}, P_3 = \frac{2R_{\text{th}}}{\psi} \]

Algorithm 3 explains the exact power allocation to \( \rho \) SU. Similarly, \( P_i \) is evaluated for all \( M \) SUs.
5. Simulation Results

This section is devoted to numerical results in order to evaluate the performance of our proposed algorithm taking in account of different systems key parameters. It’s considered a CRN where K SU’s coexist with centrally located PU in a circular area of radius 1 km. K is assumed to be 20, among them only 6 SU’s (i.e., M=6) are supposed to be less spatially correlated. The CDs are distributed randomly around the PU over the same circular area of radius 1.5 km. We consider $\sigma^2 = 1$. Table 2 summarizes some common parameters used in our simulation.

### Table 2. Simulation Parameters

<table>
<thead>
<tr>
<th>Simulation parameters</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise power $N_0$</td>
<td>10$^{-6}$ Watt</td>
</tr>
<tr>
<td>Sensing power $P_s$</td>
<td>0.02 Watt</td>
</tr>
<tr>
<td>Path-loss coefficient $z$</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.5</td>
</tr>
<tr>
<td>Frame duration $T$</td>
<td>0.01s</td>
</tr>
<tr>
<td>Target detection probability $\bar{P}_d$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\gamma_{\text{th}}$</td>
<td>-20dB</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>6 MHZ</td>
</tr>
<tr>
<td>Minimum tolerable value $\xi$</td>
<td>10$^{-5}$</td>
</tr>
<tr>
<td>$\sigma_{\text{th}}$</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 1 reprents the comparison of our proposed scheme with two others schemes. In scheme I, the sensing time and transmission power allocation of SU’s are jointly optimize through the iterative process discussed in [13, 14]. In scheme II, the method of EE maximization problem formulation and the method of solving the power allocation through Lagrangian duality theorem are adopted from [10]. But the joint optimization of both sensing time and power allocation is done by using our Algorithm 2 instead of using two separate algorithms as in [10]. In scheme II, the exact power allocation for step 3 in Algorithm 2 is derived through KKT condition by solving (27). The other simulation parameters of this Figure 1 are $M=6$, outage threshold $\Gamma_{\text{th}} = 0.05$, $R_{\text{th}} = 2$ bits/sec/Hz and $I_{\text{th}} = -20$dBW. It can be deduced that our proposed scheme give better performances comparing with the scheme I and scheme II.

### Table 3. SU’s selection algorithm

Input: $K$, the total number of SU

$X = \begin{bmatrix} x_{1,1} & x_{1,2} & \cdots & x_{1,J} \\ x_{2,1} & x_{2,2} & \cdots & x_{2,J} \\ \vdots & \vdots & \ddots & \vdots \\ x_{K,1} & x_{K,2} & \cdots & x_{K,J} \end{bmatrix}$

$X$ is defined as a correlation matrix of size $(K \times K)$

1. I find out the minimum value of each row and subtract it from that row.
2. If at least one zero appear at each row, then follow step 3 else follow step 2.
3. Cover zeros with minimum number of lines

### Table 4. IDS algorithm

Input: $u = \text{Dinkelbach parameter}$, $\xi = \text{Accepted tolerance value}$, $\text{iter} = \text{Current iteration}$

1. Initialize: $u = -\infty$, $\xi = 10^{-5}$, $\text{iter} = 0$
2. $P_1$ satisfying the constraints (23a) – (23f) and find out $\tau^*$ for maximum throughput using $\tau^*$.
3. Repeat
   a. $\text{arg max}_{ \tau^* } \{ \hat{R}_{\text{sys}}(\tau^*, P_1) - \bar{P}_d(\tau^*, P_1) \}
4. For the giving $P_1(\text{iter})$ determine the corresponding sensing time $\tau^*$
5. $\text{iter} = \text{iter} + 1$
6. Calculate $u(\text{iter})$ as per $\{ \hat{R}_{\text{sys}}(\tau^*, P_1) - \bar{P}_d(\tau^*, P_1) \}$
7. Return the optimal sensing time $\tau^*$ and transmission power $P_1^*$
8. Until $|u(\text{iter}+1) - u(\text{iter})| \leq \xi$

Figure 1 represent the comparison of our proposed scheme with two others schemes. In scheme I, the sensing time and transmission power allocation of SU’s are jointly optimize through the iterative process discussed in [13, 14]. In scheme II, the method of EE maximization problem formulation and the method of solving the power allocation through Lagrangian duality theorem are adopted from [10]. But the joint optimization of both sensing time and power allocation is done by using our Algorithm 2 instead of using two separate algorithms as in [10]. In scheme II, the exact power allocation for step 3 in Algorithm 2 is derived through KKT condition by solving (27). The other simulation parameters of this Figure 1 are $M=6$, outage threshold $\Gamma_{\text{th}} = 0.05$, $R_{\text{th}} = 2$ bits/sec/Hz and $I_{\text{th}} = -20$dBW. It can be deduced that our proposed scheme give better performances comparing with the scheme I and scheme II.

### Table 5. Power allocation algorithm

Input: $P_t$, $P_s$, $P_3$, $P_4$

1. $\{ \hat{R}_t - P_s \} \& \{ \hat{R}_s - P_3 \} \& \{ \hat{R}_s - P_4 \}$ then $P_2 = P_2^1$
2. $\{ \hat{R}_s - P_4 \}$ & $\{ \hat{R}_s - P_4 \}$ & $\{ \hat{R}_s - P_4 \}$ $P_2 = P_2^2$
3. $\{ \hat{R}_s - P_3 \}$ & $\{ \hat{R}_s - P_3 \}$ & $\{ \hat{R}_s - P_3 \}$ $P_2 = P_2^3$

Figure 1: Convergence comparison of our proposed scheme with Scheme I and Scheme II.
4: else $P_i = \frac{C'}{\mu_{iter} P_i (H_i) \ln(2 + \beta + \rho_{wan} \sum_j \rho_j \ln(2))}$
5: end if
6: Return the power allocation $P_i$

Figure 2. Performance comparison of our proposed scheme with Scheme I and Scheme II.

Figure 3. Optimum sensing time versus SNR for $M = 6$ and $M = 15$.

Figure 2 shows the variation of maximum EE over different SNR values for $I_{th} = -20$ dBW of scheme I, scheme II and proposed scheme. It is clearly observed that our method performs almost the same as scheme II but gives better results than scheme I. In terms of performance our method gives significant improvement in EE with the same simulation parameters. Therefore, both Algorithms 2 and 3 jointly provides better performance with considerably less complexity. The simulation parameters remain the same as the parameters used to obtain Figure 1.

Figure 3 illustrates the optimal spectrum detection time for $M = 6$ (less spatial-correlated cooperative SUs) and $M = 15$ (randomly selected SU). It is obvious that the higher the value of the SNR is, the less the SUs require sensing time. In addition, for a value of SNR = -24 dB, nearly 3.4 ms over 10 ms are used for spectrum detection, which thus occupied a large part of the total frame leaving a very short duration for data transmission. Therefore, the capacity of the system (SC) decreases at low SNR. The simulation parameters are the same as in Figure 1.

Figure 4. Maximum EE and maximum SC versus outage threshold $I_{th}$ for SNR = -20 dBW and -30 dBW.

Figure 4 illustrates the effect of interference power threshold $I_{th}$ on the maximum EE and maximum SC for SNR = -20 dB and -30 dB. System parameters for simulation are $M = 6$, $\Gamma_{\theta} = 0.09$ and $R_{th} = 2$ bits/s/Hz. It is noticed that with increase in $I_{th}$, EE decreases and SC increases. Although it enhances the SC, Increasing in $I_{th}$ is not always an advantage for EE maximization. Because with increase in $I_{th}$ the total transmission power boundary increases as per (23b), which ultimately maximizes SC.
Figure 5 illustrates the effect of outage threshold $\Gamma$ on the maximum EE and maximum SC for $M=6$ and $R_{th}=2$ bits/s/Hz. We observe that EE increases with increase in outage threshold but SC does not show very significant changes. Hence, more outage threshold leads to a better framework for energy-efficient model keeping the system throughput almost unaffected.

Figure 6 presents the effect of number of cooperative CUs on maximum EE, maximum SC and total transmission power for $I_{th}=-20$ dBW and $I_{th}=-10$ dBW. It is obvious that EE decreases with increase in the number of CUs but SC increases as total transmission power increases. More SUs lead to more power consumption. However, the rate of decrease in EE does not change significantly after a certain number of CUs though the transmission power increases. Hence, an energy-efficient model can be designed by selecting suitable number of SUs to avoid unnecessary growth of power consumption. For this figure, SUs are chosen randomly from K SUs. The other simulations parameters are the same as the parameters previously used in Figure 1.

6. Conclusion and Future Research

Environmental, financial, and QoE challenges have motivated research in the area of energy efficient green communication system. In this paper, the problems of sensing time optimization in the SDF-based CSS and transmission power allocation in CRN is investigated with the aim of maximizing the energy efficiency thereby reducing the cost and sensing duration. Our approach guaranteed the EE maximization throughout the proposed IDS algorithm which optimizes jointly the sensing time and power allocation with less-spatially-correlated SUs. The selection was based on Hungarian method. After formulating the non convex EE maximization problem by utilizing the
combination of parametric transformation, Lagrange duality and golden section search method, the sensing time and power allocation are obtained at each iteration in IDS algorithm. Simulations results shows the performance of our proposed scheme in comparison with some others existing scheme. However, the malicious users effects in CRN is not taken in consideration in this paper, which would be our future investigation in order to ensure better performance with secure communication.
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